






for select and specific content. Three different research me-
thods – questionnaires, digital tracking data and social me-
dia data – were used to disclose whether these assumptions 
applied to Dutch news users. The survey saw three hundred 
individuals consent to their on-line activity being tracked 
over an 18-month period from January 2017 to June 2018. 
Questionnaires were filled out by more than eight hundred 
respondents.

The results showed the on-line news the Dutch take in to 
largely not be recommended to them by any algorithm. They 
keep having a very diverse range of news and information 
at their disposal, even within algorithmic filtering systems. It 
turns out that only two out of every ten news items people 
take in were recommended to them by an algorithm. This 
percentage was not found to have risen in the November 
2015 - May 2017 period. 
People who take an interest in the news are found to incre-
ase their news usage as a result of their use of social media, 
which in turn only leads to an increased diversity of their 
news usage. Nevertheless, only three or four out of every 
one hundred Facebook user time line items were, in fact, 
found to be news items. Certain groups, like older users, or 
lower-educated ones, however, do run a greater risk of be-
coming locked inside a filter bubble. Despite this, the IViR 
was nevertheless able to confirm that hardly anyone in the 
Netherlands could be found fully locked inside a filter bub-
ble, with the main cause for this being their access to and use 
of non-algorithmically filtered sources.

Monitoring independent and diverse news usage neverthe-
less remains an issue of great importance. What type of news 
sources do the Dutch actually use? How diverse is their news 
usage? Reuters’ 2018 Digital News Report showed the Dutch 
to at a minimum make use of different types of media as 
well as different types of news brands. It found them to use 
an average of 3.3 different types of media (e.g. TV, newspa-
pers, radio, websites) and 5.2 different types of news brands 
(e.g. NOS, NU.nl, De Telegraaf). The Dutch Media Authority 
will continue to monitor both the level of diversity in the use 
of news titles among Dutch people and how many of them 
receive their news intake exclusively through social media 
platforms. 

Algorithms and Opinion Power
The simple fact that there is currently little need to be wor-
ried about filter bubbles in the Netherlands, does not mean 
that no cause for concern exists about the increased effects 
the increased employment of algorithms and AI has on so-
ciety. In their report, the IViR researchers also point to the 
risks that accompany this development. The filter bubble is-
sue has turned attention to the individual and the potential 
effects algorithmic selection has on his news consumption. 
The researchers point out that algorithms and AI aren’t ex-
clusively employed on on-line platforms, but are increasingly 
also utilised among traditional news media outlets. Collected 

data has led to audience preferences having an increased in-
fluence on editing decisions within the newsrooms of those 
outlets.  

The IViR report calls for more attention to be paid to the in-
creasing opinion power enjoyed by the platforms, a new fac-
tor of interest to the news market. Their technical features 
facilitate a certain measure of political discourse, with that 
in itself already enough to potentially render them signifi-
cant political power. Contrary to traditional media outlets, 
on-line platforms share their power with their users. The fact 
that these platforms make user generated content available, 
does not mean that editorial choices aren’t being made. This 
is done not only by removing certain content, but also by 
making certain specific content accessible to users through 
the help of algorithms. Furthermore, and contrary to practice 
at traditional media outlets, these platforms offer political 
parties direct access. 

The Authority will continue to monitor the development 
of the information and news provision in the Netherlands. 
Though we will continue to track news usage through the 
Reuters Digital News Report, we will also pay particular at-
tention to the changes taking place on the various media 
markets through our Media Monitor. And we will not he-
sitate to team up with researchers to take a more in-depth 
look at matters whenever new indications and future risks to 
news provision arise.

European Connection
As it is an important prerequisite for attaining a high level 
of exposure diversity, the Authority aims to increase the in-
dividual’s ability to access a diverse range of news sources 
either through, or in spite of, algorithmic filtering. One op-
tion also suggested by the EU High Level Group on Disinfor-
mation report in this respect could be to have algorithms 
award a higher prominence to certain topics which, though 
they might not necessarily match the individual’s profile, are 
nevertheless relevant.3 Furthermore, with it being an active 
member of the ERGA – a forum of European regulators – the 
Authority will endeavour to have the importance of exposu-
re diversity also put on the agenda at the European level. 
This is why the Authority will continue to strive for the edi-
torial independence of algorithms, making sure citizens con-
tinue to enjoy access to a diverse range of news sources and 
the requirements for exposure diversity are met. And last, 
but not least, and as also stated in the EU’s Audiovisual Media 
Services Directive, we want to also contribute to increasing 
media awareness and digital literacy among citizens. This 
will also increase the level of empowerment among citizens, 
while limiting the effects of opinion power and algorithms.

— INTRODUCTION AND SUMMARY

3  Final Report of the EU High Level Group on fake news and disinformation, Brussels 2018.
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Political Efficacy
Finally, we would like to discuss the significant differences 
between respondents that reported high levels of political 
efficacy and respondents with lower levels of efficacy. 
We measure efficacy using the item “I have a good idea 
about the most important problems in our country” on 
a seven point scale. Those who disagreed with this item 
(low efficacy), also report that they get a third of the news 
they consume online through algorithmically curated 
filter systems. Those respondents who have the highest 
confidence in their understanding of the most important 
issues in the Netherlands say they get less than 15% of their 

news through algorithmic sources. This is remarkable, in 
relation to the finding about legacy media. Combined these 
two findings imply, that those who say they have the least 
political literacy and consult unfiltered offline news the 
least, are most likely to receive algorithmically curated news. 
In other words, the group that is most vulnerable to the risk 
of filter bubbles, namely to receive biased information or 
even being misinformed, is also the most likely to be in one. 
We want to reiterate that at present this is not the case. 
They still receive the majority of their news through other 
sources. However, prospectively, this is a concern.
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Share of algorithmically curated news use online by political efficacy
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To test whether the differences we presented above are 
not a consequence spurious correlations, we ran Maximum 
Likelihood Regression analysis controlling for a range of va-

Table 1 

Factors predicting the use of algorithmically  
curated news

Variables Coefficients Random Effects

Concerns about privacy
0.0165
(0.0372)

Use of Legacy Media
-0.107***
(0.0337)

Political Efficacy
-0.111***
(0.0386)

Year of Birth
0.0330***
(0.00537)

Gender
0.513***
(0.150)

Education
-0.216***
(0.0495)

Standard errors in parentheses
*** p<0.01, ** p<0.05, * p<0.1

riables. Table 1 yields the results of the regression of factors 
predicting the share of algorithmically curated news stories 
consumed online as reported by the respondents. 

Generally, our findings indicate that there are large differen-
ces in the use of algorithmically curated news. Interestingly 
factors like privacy concerns and political ideology, often as-
sociated with discussions surrounding algorithmic filter sys-
tems, do not have a significant impact on using news curated 
by algorithms. Yet, we find that older citizens, who feel less 
confident in their political skills and knowledge, are of lower 
education and consult less legacy media such as newspapers 
of TV news a significantly larger share of their news online 
through algorithmically curated sources.
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6  To the extent that national media legislation is in effect. In the Netherlands, sector-specific media law has been abolished. Further information on the trend 
to liberalise media concentration rules in Europe can be found at: https://www.mediamonitor.nl/wp-content/uploads/2013/08/Mediamonitor-The-Dutch-me-
dia-in-20101.pdf, p.22ff.

of the media, whereas this new fifth estate is still subject to 
only very limited regulatory interventions. 

While it would go far beyond the scope of this report to 
go deeper into the question of the differences in regula-
tory approach towards the traditional media vs platforms 
as information society services (see insofar e.g. (Tambini & 
Sharif, 2015; Schulz, Held & Laudien, 2005), two observati-
ons are in place. One is that exactly because this dispersed 
(or cooperative) character of media power, and the role 
that users play in this process, forcing platforms into the 
position of an editor of users’ contribution fails to under-
stand the way algorithmic curation, but also diversity on 
social media platforms work. The result may be to actually 
re-affirm the power of platforms to censor speech, simi-
lar to an editor, without the editorial knowledge nor the 
safeguards and checks and balances that are in place in 
traditional news rooms. Before this background the con-
cept of ‘organizational responsibility’ as suggested in the 
new AVMSD is closer to acknowledging that, ultimately, 
cases of problematic content on platforms can only be 
addressed as a matter of ‘cooperative responsibility’ (Hel-
berger, Poell, & Pierson, 2018). Cooperative responsibility 
refers to a division of tasks between the actors that cause 
the spread of such content: platforms, but also advertisers, 
media and ultimately users. How to give this form will 
also be an important question in the context of the imple-
mentation of Art. 28b and the provision about ‘adequate 
measures’ into Dutch law.  

Platforms and external diversity
Another consequence of the fixation on filterbubbles in 
the current debate is that the role of platforms in the wi-
der national media ecology, or: their impact on external 
diversity has been neglected. As we have argued elsewhe-
re, one of the reasons why we do not have to worry about 
filter bubbles in the Netherlands yet, is the fact that the 
majority of Dutch media users still multi-source. In other 
words: Dutch users still have access to a diversity of alter-
native sources of information, and many users still make 
use of these sources. Necessary precondition for the ability 
of citizens to inform themselves from a diversity of sources 
is, of course, that there is and will remain a diversity of (af-
fordable) media sources available. To questions arise then: 

One is: how will the way users use platforms to find and 
consume media content affect the overall diversity of 
media markets. What exactly is the share of platforms in 
(the power to) informing users? How equally or unequally 
is ‘opinion power’ distributed? This triggers a follow-up 
question, namely: how to measure this? For example in 
the UK Ofcom has made a step into that direction, but 
also highlighted the difficulty of developing the metrics 
and measures that are necessary to do so (OFCOM, 2012). 

The second question is of a regulatory nature: how to remedy 

unequal distributions of media power as the result of the still 
growing importance of platforms? Doing so is rendered more 
difficult by the fact that platforms still fall under e-commerce 
law, with the effect that they a) do not face the same level 
of regulatory obligations and restraints on media power as 
traditional media (creating an unequal level playing field) 
and b) that platforms do not fall under the traditional media 
concentration rules.6 One important task of national media 
concentration rule is (or was) exactly that: to balance media 
power across the market place of ideas, and prevent that one 
actor gets a disproportionally large share of media power, as 
compared to the other players. Note, media concentration ru-
les are related to, but are distinct from the application of ge-
neral competition law. And yet it is important to realize that 
achieving cross-market place diversity, and dispersing media 
power is exactly the goal and purpose of media concentrati-
on rules. The question is: can and should media concentration 
rules be extended to platforms, respectively be re-introduced 
in those countries that have abolished them?

The political power of platforms
Another characterizing feature of much of the current 
debate about platform regulation and governance is that 
platforms are still addressed, first and foremost, in their 
function as host and facilitators of speech. This approach is 
still a legacy from the original e-commerce approach, that 
qualifies platforms as hosts and facilitators, rather than ac-
tive political actors. The new AVMSD, the NetzDG, the re-
commendations of the HLEG and similar initiatives but also 
the concerns about filter bubbles all point into that directi-
on: controlling, and instructing platforms as the facilitators 
(and censors) of the speech of others (about the potential 
undesirable side-effects of this approach see above). 

The facilitator role is certainly part of what platforms do. 
Next to that, however, is the political power of platforms, 
and their role as political actors in their own right. Insofar, 
a distinction can be made between platforms as the provi-
ders of services to political parties, and platforms as active 
political actors in their own right. 

Platforms as providers of services to political parties
Dutch scholar Dobber observes: “[M]uch more than the ad-
vent of the internet itself, it is the advent of social media such 
as Facebook (2004), YouTube (2005) and Twitter (2006) 
which provided political campaigns with new ways of 
communication with the electorate” (Dobber et al., 2017). 
And Kreiss and McGregor have documented how techno-
logy companies such as Facebook offer embedded teams 
to closely work with campaigns in the US (2018). We see 
similar developments in Europe as well. During a Dutch 
election campaign, for example, Facebook actively ap-
proached political parties and offered them advice on how 
to best use Facebook for their specific purposes. Because 
platforms are places where people communicate, exchan-
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